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INTRODUCTION
Bone age assessment is a procedure used in both 
diagnostic and therapeutic investigations of endocrinology 
problems and genetic disorders in pediatric radiology 
(1). In recent years, due to the increase in migration and 
refugee flows and legal problems increasing depending 
on them, age estimation has become more critical. One 
of the essential issues of forensic medical applications 
is to ask for the age determination with regard to cases 
whose identity is unknown and whose age is suspected. 
Particularly, not knowing whether the population records 
of refugees are kept regularly or not creates problems with 
the actual age of persons. In terms of the criminal law and 
civil law of many countries, it is crucial that people have 
criminal and legal capacity. Age determination may be 
requested in cases such as criminal liability, marriage, and 
starting to work.

Since the bone ossification stages of the non-dominant 
hand are distinctive, it is usually performed by the 
radiological examination of the left wrist and then 
compared with chronological age. Inconsistency between 

the two values indicates abnormalities. The analysis 
of X-ray radiographs of the left wrist is widely used in 
the assessment of bone maturity due to its simplicity, 
minimal radiation exposure, and the presence of multiple 
ossification centers (1). The reason for using the left wrist 
is that most people use the right wrist and the right wrist 
is more likely to be injured than the left wrist. Furthermore, 
an agreement was reached at the meeting of physical 
anthropologists at the beginning of the 20th century, and 
it was determined that physical measurements should be 
made on the left side of the body (2). Various methods 
have been used to determine the radiological bone age. 
The most commonly used methods are the Greulich 
and Pyle atlas (GP) and the Tanner-Whitehouse method 
(TW), both of which are performed by evaluating X-ray 
radiographs of the left wrist (2). In the Greulich and Pyle 
atlas method, the expert compares the hand radiography 
of an individual with a series of standard images in the 
atlas. The most similar image is selected, and the bone age 
of the individual is determined according to this image (3). 
Simplicity and speed in determining bone age have made 
this atlas the most popular method. However, this approach 
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is very subjective. In some studies, inter-observer reading 
differences varied between 0.37 and 0.6 years, and intra-
observer reading differences were reported to be between 
0.25 and 0.96 years (3). The Tanner-Whitehouse method 
is a more subjective method, and bone age is calculated 
from the sum of the developmental scores of twenty 
ossification centers. This approach is less preferred since 
it is both complex and time-consuming (3).

Undoubtedly, an area in which advancements are 
taking place with the developing technology is also the 
health sector. The benefits of all kinds of technological 
developments are also observed in the field of health. 
With the active introduction of artificial intelligence into 
our lives, the use of machines is becoming widespread 
with the elimination of human factors in many areas. Deep 
learning is gradually increasing its popularity with today's 
developing equipment. Artificial neural networks, in which 
hardware resources are insufficient, have evolved into the 
use of deep neural networks by passing to the next level 
with the development of hardware technology. The deep 
learning method allows studies on the subjects of image 
processing, eliminates the difficulties of classical image 
processing techniques, and provides the opportunity to 
achieve better results practically. Nowadays, the areas of 
usage of deep learning continue to increase (4-9).

The skeletal maturation rate is sensitive to environmental 
impacts at both the individual and population levels. 
Differences in the rate and timing of skeletal maturity are 
affected by differences such as nutrition, environment, 
socioeconomic status, and genetics (10). In order to 
eliminate the effects of these differences in our study, 
we created our own data set and conducted our study on 
our own data set. Thus, we aimed to develop a system 
that can be used actively in small societies that can be 
created with fewer data sets and can be used for bone age 
determination.

MATERIALS and METHODS 
Creation of the Data Set and Preprocessing
Our study was carried out on a total of 150 left wrist X-ray 
radiographs of 114 male and 36 female patients, in the age 
range from zero to 18 years, taken from the PACS (Picture 
Archiving and Communication Systems) system of the 
Faculty of Medicine Research and Application Hospital. 
The X-ray images were evaluated by using the “RadiAnt 
DICOM viewer 4.6.9 version."

The images were evaluated twice at different times by 
two different specialist physicians (A radiologist and an 
anatomist), and the mean bone age values were accepted 
as the bone age of the patients, and cases were labeled in 
this way. In X-ray radiographic evaluations, the Greulich 
and Pyle atlas was based on. There were no differences 
between chronological age and bone age in 72 of the 150 
cases. The bone age was determined to be higher than 
chronological age in 46 cases, and the mean difference 
between bone age and chronological age was 1.13 years. 

The bone age was found to be lower than chronological 
age in 32 cases, and the mean difference between bone 
age and chronological age was 1.19 years.

After creating the data set, the necessary cropping 
procedures were performed on all X-ray images in a way 
that only the left wrist would be left. The cropping process 
was performed due to the presence of materials that are 
superposed into images such as the hand of the parent, 
direction materials, buttons, and medical devices such as 
catheters, and similar materials. The sample X-ray images 
in the data set are presented in Figure 1.

Figure 1. Data set sample X-ray images (a) 12-year-old 
(chronological) female (b) 15-year-old (chronological) female (c) 
15-year-old (chronological) male (d) 17-year-old (chronological) 
male

Data Augmentation
In order to increase the success of deep learning, a large 
number of samples should be given to the deep neural 
network. Because of advantages of the large size of the data 
set, there are methods developed to increase the number 
of data sets in studies conducted with deep learning. Some 
of them are methods such as rotating images, taking their 
reflections, changing brightness values, scaling, shifting, 
adding noise, etc. (11). In this study, to extend the data 
set, the data set size was increased by 12 times using the 
rotation, reflection, scaling and shifting techniques. The 
number of images, which was 150 in total, was increased, 
and 1800 images were obtained.

The Deep Learning Architectures Used
In this study, three convolutional neural network 
architectures which were used frequently and tested 
successfully in the literature were used.

1. AlexNet

The AlexNet deep learning architecture, which was 
developed by Krizhevsky et al. (12), won the ImageNet 
competition in 2012, and since it yields successful results 
in many applications, it is still being used nowadays. The 
AlexNet architecture consists of 25 layers, and 11x11 
size filters are used in its structure. It receives images of 
227x227x3 in size as input. 

2. GoogleNet

GoogleNet is the deep learning architecture, which was 
developed by Szegedy et al. and won the 2014 ImageNet 
competition (13). The GoogleNet architecture, which has 
a depth of 22 layers, consists of filters of 1x1, 3x3, 5x5, 
and 7x7 in size. Furthermore, it includes dropout and 
max-pooling layers in its structure and receives images of 
224x224x3 in size as input.
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3. Vgg19

The Vgg19 deep learning architecture was developed 
by the Oxford University Visual Geometry Group as a 
continuation of the Vgg16 architecture (14-15). There are 
a total of 47 layers in its structure. The input image sizes 
are 224x224x3. 

Metrics
Three different metrics were used to compare the success 
of the methods used in this study. These are Mean 
Squared Error (MSE), Mean Absolute Error (MAE), and 
Accuracy (Acc) metrics. The calculation of MAE, MSE, 
and Acc metrics is given in Equation 1, Equation 2, and 
Equation 3, respectively.

                                                                                                  

                                                                                                   (1)

                                                                                                    (2)

                                                                                  (3)

Here, n represents the number of samples, yi' represents 
the estimated output, and yi represents the actual output 
value. C represents the number of correctly classified 
samples, and A represents the number of all samples.

RESULTS
In this study, the process of estimating bone ages on 
X-ray images of the left wrists of people in the age range 
of 0-18 years and with mixed male/female distribution 
was performed with deep learning. The results were 
obtained by using three deep learning architectures. The 
AlexNet, GoogleNet, and Vgg19 architectures have been 
used in many different studies in the literature (11,16-22). 
By considering their success, they were preferred to be 
used in this study.

While the experiments were carried out, the whole data 
set was evaluated for three different situations as training 
and testing data sets. Each classification process was 
run 10 times. The classifiers were compared according 
to the average results. Training and testing data sets 
were separated as 90%-10%, 80%-20%, and 70%-
30%, and the results were obtained for each situation. 

Table 1. Performance comparisons of the classifiers

Classifier Training-Testing Data 
Splitting Metrics Min Max Mean

GoogleNET 70%-30% MSE 0.0051 0.0108 0.0072
MAE 0.0078 0.0152 0.0107
Acc 0.8627 0.9369 0.9137*

80%-20% MSE 0.0010 0.0157 0.0046
MAE 0.0024 0.0233 0.0077
Acc 0.7972 0.9917 0.9406*

90%-10% MSE 0.0001 0.0047 0.0013
MAE 0.0009 0.0085 0.0029
Acc 0.9389 1.0000 0.9839*

AlexNET 70%-30% MSE 0.0086 0.0209 0.0148
MAE 0.0134 0.0304 0.0204
Acc 0.7291 0.8942 0.8199

80%-20% MSE 0.0066 0.0119 0.0090
MAE 0.0099 0.0158 0.0128
Acc 0.8556 0.9333 0.8942

90%-10% MSE 0.0037 0.0089 0.0064
MAE 0.0048 0.0131 0.0100
Acc 0.9000 0.9611 0.9228

Vgg19 70%-30% MSE 0.0213 0.0263 0.0235
MAE 0.0280 0.0337 0.0300
Acc 0.6883 0.7458 0.7263

80%-20% MSE 0.0156 0.0189 0.0172
MAE 0.0206 0.0237 0.0217
Acc 0.7806 0.8139 0.8009

90%-10% MSE 0.0117 0.0133 0.0125
MAE 0.0157 0.0167 0.0163
Acc 0.8444 0.8556 0.8481

MSE: Mean squared error, MAE: Mean absolute error, Acc: Accuracy (the ratio of the number of correctly classified samples to all samples)
* the best classification result
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When comparing the results, firstly, the Acc data were 
taken into consideration, and in case of an equality of 
the Acc data, the performances of the classifiers were 
compared by considering the MAE and MSE values. The 
obtained experimental results are presented in Table 1.

When the results in Table 1 are examined, the best 
classification result was observed with GoogleNET 
architecture. GoogleNET architecture came first in all 3 
different training-testing split rates. When the other two 
methods are compared, the AlexNET architecture is better 
than the Vgg19 architecture. The GoogleNET architecture 
was able to achieve a successful classification of 100% in 
90%-10% training-testing split rate. 

When comparing MSE and MAE values, it is understood 
that the GoogleNET architecture is decisively ahead. The 
convergence graphics along the iteration steps are given 
in Figure 2,3 and 4. The figures show that the GoogleNET 
classifier has achieved better results than the other two 
methods as from the first iteration step.

Figure 2. Metric values of experimental results according to 
iterations (a) 90%-10% Training-Testing Data Splitting MAE 
(Mean absolute error) graphic (b) 90%-10% Training-Testing 
Data Splitting MSE (Mean squared error) graphic

Figure 3. Metric values of experimental results according to 
iterations (a) 80%-20% Training-Testing Data Splitting MAE 
(Mean absolute error) graphic (b) 80%-20% Training-Testing 
Data Splitting MSE (Mean squared error) graphic

Figure 4. Metric values of experimental results according to 
iterations (a) 70%-30% Training-Testing Data Splitting MAE 
(Mean absolute error) graphic (b) 70%-30% Training-Testing 
Data Splitting MSE (Mean squared error) graphic

DISCUSSION
Sexual maturation, chronological age, weight, height, tooth 
development and skeletal development characteristics 
are used to determine the stages of growth. It is extremely 
important to determine maturation before or during 
puberty and to evaluate subsequent growth potential 
(23). Bone age assessment is required in many medical 
situations and also for asylum-seeker rights, in which age 
is important, within the legal contexts. However, the current 
bone age estimation procedures are time-consuming. The 
GP atlas appears as a relevant collection of indicators for 
skeletal development of modern populations. However, 
the natural variation around the mean for a population is 
substantial and must be taken into account when the atlas 
is used (24). The observed heterogeneity between different 
populations and studies has been a topic of discussion for 
decades, and explanatory models include regional genetic 
heterogeneity (25-27) as well as extrinsic factors such 
as nutritional status (28), socioeconomic factors and 
body mass index (29).  The fact that the radiographs are 
interpreted manually and based on subjective judgment 
certainly opens the possibility of measurement error. 
Furthermore, in some studies, inter-observer reading 
differences ranged from 0.37 to 0.6 years, and intra-
observer reading differences were reported to be between 
0.25 and 0.96 years (3).

In this study, a deep learning system was developed 
for the prediction of bone age on the X-rays of the left 
wrist. Different studies have been performed on the 
detection of bone age. Larson et al. (30) performed bone 
age estimation with the deep learning system by using 
X-ray images of the wrists. In order to test the estimation 
model they developed, they made comparisons with the 
evaluation results of three different experts and with the 
digital atlas. As a result, with the estimation of the system 
they obtained, they achieved a zero-age difference on a 
yearly basis with both the digital atlas and expert results. 
In other words, they were able to achieve the same results 
with deep learning. The system they developed achieved 
closer results to people. Using the RSNA2017 Pediatric 
Bone Age database, Chu et al. (31) developed the age 
estimation process from wrist images of children in the 
0-19 age group with a two-stage deep learning system. 
In the system they developed, in the first stage, a network 
structure masks the wrist in images, and then age 
estimation is performed by focusing only on the wrist with 
this mask. They achieved a successful result with an error 
rate of 5.98 months. Lee et al. (32) aimed to estimate bone 
age based on children's wrist X-ray images of the 5-18 
age group. They did not include those at four years of age 
and younger in their studies due to limited radiological 
images. Accordingly, they obtained their results at an 
accuracy rate of 92.29% for detection with a one-year 
error rate and at an accuracy rate of 98.56% for detection 
with a two-year error rate. Using the RSNA2017 Pediatric 
Bone Age database, Iglovikov et al. (33) developed a deep 
learning system that could detect bone age. Firstly, they 
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developed a system to be able to mask only the areas of 
images that should be focused on. They divided the wrist 
images into three regions (whole hand, the carpal region 
of the hand, metacarpals and proximal phalanges) and 
performed bone age estimation with regionally different 
deep learning systems. They obtained the most successful 
results by evaluating the three regions together.

In this study, bone age estimation was performed with deep 
learning algorithms. Based on the X-Ray images of the 
left wrist of 150 different patients in total, age estimation 
was performed at a success rate of 98.39% with 90%-
10% training-testing split. Considering the environmental 
and genetic effects on bone age, we think that being able 
to perform age estimation at a success rate of 98.39% 
in our study will enable the use of deep learning in the 
estimation of bone age in smaller societies. We believe 
that this study has contributed to the literature during this 
period when bone age estimation is of great importance, 
and the adaptation of technological developments to the 
field of health is almost mandatory.

There were some limitations to this study. The cases 
included in the study were those who were admitted to 
the hospital for various reasons and had radiographs of 
the left wrist. Therefore, the results may not accurately 
reflect healthy individuals. Also, the small sample size is 
a limitation of this study. However, this study achieved a 
high accuracy rate in estimating bone age.

The effects of gender on hand and wrist shape and 
gender-related differences have been studied using 
different methods (34,35). Several studies have found a 
significant difference between men's and women's hand 
bones (34,35). Bone age in females progresses at all ages 
compared to males, and this difference is slightly more 
pronounced after the onset of puberty, and therefore 
skeletal maturation of males takes longer than females 
(36). Koc et al. (23) in their study, the difference between 
genders was found mostly in the radiocarpal region. The 
number of female participants in our study was limited. In 
this case, it may affect the accuracy of the results of the 
deep learning algorithm created on the left wrist graphics 
of women.

For age estimation, in addition to wrist X-ray, other 
radiological examinations are also used. X-ray images of 
different body regions such as elbows, shoulders, clavicle, 
teeth, crista iliaca, and knees are the main radiological 
methods used to estimate the bone age of individuals (37). 
Whether a person is over the age of 18 is critical since it 
will change the judging system in most countries. At this 
age threshold, hand radiographs are not useful since bone 
structures on hand radiographs have completed their 
development. Therefore, in the forensic age estimation 
of 18 years and above, it is recommended to evaluate 
the epiphyses that may be still open, such as the medial 
clavicle epiphysis (37). Furthermore, X-ray exposure 
in direct radiographs has led to the coming of other 
radiological examinations such as ultrasonography (US) 

and magnetic resonance imaging (MRI) into prominence 
(37). In recent years, due to the increase in migration and 
refugee flows and the increasing legal problems due to 
these, age estimation has become more critical. When it is 
considered that racial, environmental, and socioeconomic 
differences also affect age determination, it will be even 
more important to provide age estimation using the deep 
learning method by creating data sets, which are unique 
for that society, on the data obtained with X-Ray images 
of different body regions or with different radiological 
imaging methods. In future studies, we aim to use X-ray 
images of different regions and to use images obtained by 
different imaging techniques (such as US and MRI).

CONCLUSION
In this study, it was shown that bone age estimation can 
be made with deep learning method without the need 
for an experienced radiologist or specialist physician 
to determine bone age. The fact that the deep learning 
algorithm developed in our study can work with a small 
sample increases its usage area. In this way, the error 
rate that may be caused by differences between societies 
will be reduced. This method can provide an alternative in 
determining bone age.
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